
Do numbers matter? Types and prevalence of numbers in clinical texts

Rahmad Mahendra, Damiano Spina, Lawrence Cavedon, and Karin Verspoor
RMIT University

Melbourne, Australia
rahmad.mahendra@student.rmit.edu.au

{damiano.spina, lawrence.cavedon, karin.verspoor}@rmit.edu.au

Abstract

In this short position paper, we highlight the
importance of numbers in clinical text. We
first present a taxonomy of number variants.
We then perform corpus analysis to analyze
characteristics of number use in several clinical
corpora. Based on our findings of extensive use
of numbers, and limited understanding of the
impact of numbers on clinical NLP tasks, we
identify the need for a public benchmark that
will support investigation of numerical process-
ing tasks for the clinical domain.

1 Introduction

Numbers comprise a considerable amount of tex-
tual content and contribute substantially to convey-
ing meaning in a range of domains including finan-
cial and scientific contexts. Targeted strategies for
representing numbers have been shown to improve
general literacy of language models (Thawani et al.,
2021a). Numbers pose challenges for Natural Lan-
guage Processing (NLP) due to their varied repre-
sentations in text, as digits, words, or numerical
expressions. This requires NLP models to handle
ambiguity and context effectively in interpreting
numerical information (Thawani et al., 2021b).

Numerical reasoning is crucial in the generative
large language model (LLM) era because it under-
pins data-driven decision-making in many fields, in-
cluding clinical, where accurate numerical insights
are essential. LLMs often struggle with arithmetic
operations and unit conversions, impacting their re-
liability in quantitative tasks. In the clinical domain,
accurate numerical reasoning is vital for analyzing
trial data, interpreting results, and making precise
treatment recommendations, such as determining
appropriate drug dosages based on statistical analy-
ses of patient outcomes. For example, generating a
report that states “The mean number of antihyper-
tensive medication classes increased from 1.6 (95%
CI, 1.4-1.8) at baseline to 2.2 (95% CI 2.0-2.4) at

6 months”1 requires precise numerical reasoning.
In this paper, we characterize the numerical in-

formation in clinical NLP corpora. Through cor-
pus analysis, we find that numerical information is
frequent, but only a small portion is annotated or
utilized. Our analysis identifies a number of issues
concerning numeracy that need further attention
from the clinical NLP research community.

2 Numerical strings and types

There is an assumption that numbers may be triv-
ially extracted from text, as they consist of digit
sequences or a finite set of numerals. However,
numerical information can appear in various lexi-
cal surface and semantic contexts (Hanauer et al.,
2019; Miok et al., 2023). We identify a multitude
of number variants, and further define semantic
categories for numerical information.

Numerical values can be expressed in many
forms: (i) Digit, including integer (‘3’, ‘100,000’),
float (‘0.5’), and negative (‘−1’), (ii) Number with
unit (‘100 mg’, ‘160/90mmHg’), (iii) Fraction,
written using the division symbol (‘5/32’) or with
a special symbol (½), (iv) Number range (‘from 0
to 2 years’, ‘1969-77’), (v) Numeral, can be alpha-
betic numbers (‘twenty-five’, ‘two’) or combina-
tions of numbers and words (‘1 million’, ‘3k’), (vi)
Number with Quantifier (‘>’, ‘less than’, ‘about’),
(vii) Percentage is written either as ‘%’ or ‘per-
cent’), (viii) Roman numeral (‘iii’, ‘V’).

Table 1 presents a summary of the prevalent
types of numerical data, as well as examples of
where each can be found in clinical texts.

3 Corpus analysis

Clinical documents are rich with diverse numerical
data, expressed in different manners and contexts.

1This example is from https://www.ncbi.nlm.nih.
gov/pmc/articles/PMC4311883/
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Type Description Instantiations in clinical texts

Cardinal Used for counting or quantifying items in a set; total number
of elements (Mirza et al., 2017).

number of participants
sample size

Ordinal Indicate the relative position or rank of an element within a
series.

tumor stage

Measurement A numerical value, typically accompanied by a unit, rep-
resenting an attribute of a measured entity (Göpfert et al.,
2022; Harper et al., 2021).

vital signs: body temperature, blood pres-
sure, heart rate
laboratory values: white blood cell count,
hormone level, cholesterol

Temporal Dates (‘17 June 2024’, ‘05/08/10’), times (‘9pm’, “two years
ago”), and duration (“in an hour”) (Tourille et al., 2017).

duration of intervention
gestational age
date ranges

Frequency The number of times something occurs within a given inter-
val.

medication dosage frequency

Proportion A scaled quantity based on relative size hospital readmission rate
% group experiencing an outcome

Ratio a comparison between two quantities

Math Numbers, variables, and operators in a mathematical state-
ment such as a formula or probability; arithmetic operations
as well as functions (Lu et al., 2023).

estimate of effect with confidence interval; p
value

Non-
numerical

Numerical values lacking number properties, e.g. as part
of categorical data (identifiers) or or a named entities (e.g.,
COVID-19)

medical classification: disease code, pharma-
ceutical code

Table 1: Types of numerical information, and instantiations of each type in clinical text

To illustrate this, we empirically analyze four clin-
ical NLP corpora. Our selection of corpora cov-
ers (i) various clinical NLP tasks — information
extraction, information retrieval, natural language
inference, and question answering — and (ii) docu-
ment types — paper abstracts, clinical notes, and
patient description narratives.

For each corpus, we present descriptive analysis.
We count the frequency of numbers, estimated by
how many digits and numerals occur in the text
based on regular expression matching. We find
that numbers are highly prevalent in each corpus.
To understand contexts of number use, we sam-
ple and evaluate a few instances from each corpus
qualitatively.

EBM-NLP (Nye et al., 2018) This corpus con-
tains 4,993 abstracts of medical articles describing
clinical randomized controlled trials in which text
spans are annotated with PICO elements. That is,
annotation labels include the trial (P)articipants en-
rolled, the (I)nterventions studied and to what they
were (C)ompared, and the (O)utcomes measured.
We find that 4,507 abstracts (90%) contain numeri-
cal information. The distribution of number token
frequency with respect to number of abstracts is

Figure 1: y EBM-NLP documents contain x numbers.

shown in Figure 1. The majority of abstract docu-
ments encode 5–20 numbers per abstract. However,
only 13% of number tokens in the document col-
lection are within annotated PICO-spans. About
two-third of the numbers within spans belong to
Participants entities, most of which relate to sample
size and age of study population.

TREC-CDS (Koopman and Zuccon, 2016; Roberts
et al., 2022) The TREC Clinical Trial series task
involves matching a given patient to relevant clin-
ical trials. The task is framed as retrieval of clini-
cal trial documents using a patient descriptions as
a topic query. The data includes 60 topics from



EBM-NLP (Nye et al., 2018)
METHODS We obtained economic data from 1424 Guatemalan individuals (aged 25–42 years) between 2002 and 2004. They
accounted for 60% of the 2392 children (aged 0-7 years) . . . enrolled in a nutrition intervention study during 1969–77. In
this initial study, two villages were randomly assigned a nutritious supplement (atole) for all children and two villages a less
nutritious one (fresco). . . .
FINDINGS Exposure to atole before, but not after, age 3 years was associated with higher hourly wages, but only for men. For
exposure to atole from 0 to 2 years, the increase was US$0.67 per hour (95% CI 0.16–1.17), which meant a 46% increase in
average wages. There was a non-significant tendency for hours worked to be reduced and for annual incomes to be greater for
those exposed to atole from 0 to 2 years.

TREC-CDS (Roberts et al., 2022)
Patient is a 55yo woman with h/o ESRD on HD and peritoneal dialysis who presented with watery, non bloody diarrhea and
weakness. She has a history of 2 prior C diff infections, the most recent just 1 month ago. Recent antibx use in the last month
on prior admission. Was also txd for Cdiff at that time for 14 d. course with po vanco. Pt was initially admitted to the ICU and
was septic on pressors (levophed) until the morning of [**8–26**] with leukocytosis but no fever.

MedNLI (Romanov and Shivade, 2018)
Premise The patient’s hematocrit dropped from 29.7 to 22.8.
Hypothesis The patient has a bleed.
Label Entailment

Table 2: Sample instances involving numbers from EBM-NLP, TREC CDS, and MedNLI

TREC-CDS 2014 and 2015 (Koopman and Zuccon,
2016), 75 from TREC-CDS 2021, and 50 from
2022 (Roberts et al., 2022). We find that 100%
of the patient descriptor topics contain numerical
information. All of them contain patient age infor-
mation expressed through different lexical variants.
Most topics also contain numerical information
about patient’s vital signs, lab results, and medica-
tion history. Several types of numerical informa-
tion are expressed as relations among measurement
attributes, temporal information, and frequency.

MedNLI (Romanov and Shivade, 2018) Natural
Language Inference (NLI) is an NLP task for de-
termining whether a premise sentence semantically
entails a hypothesis sentence. MedNLI is an NLI
dataset sourced from clinical notes and annotated
by a doctor. Each premise in MedNLI is grounded
in the medical history of a patient and the hypoth-
esis is a clinical conclusion labelled true, false, or
maybe. We observe that nearly 50% of premise sen-
tences contain numerical information, while only
1% of hypotheses have number tokens. This pat-
tern is consistent across train, dev, and test data.
We discover that numerical reasoning is one essen-
tial skill for formulating and interpreting medical
conclusions.

PubMedQA (Jin et al., 2019) consists of a con-
text and a yes/no/maybe question related to the con-
text. Contexts are derived from PubMed abstracts,
and questions are biomedical research questions.
We find that 96.5% of contexts in the manually
annotated subset PubMedQA-L contain numbers,

including statistical information relating to trial re-
sults. Quantitative reasoning is needed to correctly
infer the answer from the context.

4 Numeracy task and data in clinical
domain

Thawani et al. (2021b) and Yoshida and Kita (2021)
reviewed a broad range of numeracy tasks. Neither
survey specifically considers the clinical domain.
Given the findings of our corpus analysis (§3) that
numbers are ubiquitous, we speculated that there
may have been a number of related works on min-
ing numerical information from clinical corpora.
We search papers from the ACL Anthology2 and
PubMed3 using the following keyword query.

(“number” OR “numerical” OR “numeracy”)
AND (“clinical” OR “medical”)

Among the numeracy tasks explored in the re-
trieved literature, mostly pertaining to information
extraction, are extraction of lab test results (Bha-
tia et al., 2010; Liu et al., 2017) and extraction
of measurement values from radiology report nar-
rative (Bozkurt et al., 2019). In addition, we are
aware that a number of clinical information extrac-
tion tasks also extract numerical attributes together
with other entities, for example clinical trial vari-
ables (number of participants, sample size, out-
come measurements) (Kiritchenko et al., 2010;
Summerscales et al., 2011), eligibility criteria from
clinical trials (Kury et al., 2020; Tseo et al., 2020),

2https://aclanthology.org/
3https://pubmed.ncbi.nlm.nih.gov/

https://aclanthology.org/
https://pubmed.ncbi.nlm.nih.gov/


medication attributes, such as drug dosage and fre-
quency (Uzuner et al., 2010; MacKinlay and Ver-
spoor, 2013; Kartchner et al., 2023), and temporal
information (Sun et al., 2013; Styler IV et al., 2014;
Miller et al., 2015)

Only a small number of tasks attempt to address
numerical reasoning problems. One is NLI4CT,
a dataset introduced for natural language infer-
ence and evidence retrieval tasks on clinical trial
report (Jullien et al., 2023). Another addresses in-
ference of patient phenotype based on extracted
numerical values utilising one or more clinical
attributes, e.g., “temperature 102°F suggesting
Fever” (Tanwar et al., 2022).

5 Discussion

There are several possible directions to progress
treatment of numbers in clinical NLP research.

Need for Benchmarks While there has been
some research on extraction of numerical infor-
mation from different medical data, most work has
used their own data and the gold standard has not
always been made public. This limitation has made
it impossible to compare model performances of
different systems (Jonnalagadda et al., 2015). The
performance reported in several past works was
very high (accuracy > 90%). This raises the ques-
tion of whether numerical information extraction
is a solved task.

We raise two concerns. First, a number of works
utilized relatively small data and this may result
in the reported accuracy scores lacking statistical
significance. Second, some works applied ‘easy’
task formulations, i.e., given a sentence containing
only a single number mention, it is trivial to extract
most numerical attributes. Such spurious patterns
in evaluation data may not generalize when we
deal with more realistic scenarios for information
extraction (Elangovan et al., 2024). For example,
a sentence containing multiple numbers and more
than one candidate for entities and attributes (see
example of EBM-NLP instance in Table 2). Hence,
we advocate for more public data benchmarks to
transparently evaluate the progress of numerical
information tasks in the clinical domain.

Scope of Numerical Reasoning Recent works
on numerical reasoning deal with math and arith-
metic problems (Mishra et al., 2022; Hendrycks
et al., 2021; Cobbe et al., 2021). In fact, com-
plex mathematics are less applicable in the clinical

domain. In addition to arithmetic, other types of
reasoning are required for clinical decision sup-
port. For example, number comparison (Park et al.,
2022) and number normalization (Almasian et al.,
2023). Different units of measurement often need
conversion, requiring precise calculations to main-
tain accuracy. For example, hormone levels may be
measured using nmol/L, ng/dL and ng/mL in differ-
ent trials. Dealing with various number representa-
tion is important to interpret numerical information
correctly. On the other hand, contextualizing such
numbers with medical background knowledge is
another important numeracy skill, as showcased by
the example of MedNLI instance in Table 2.

Tokenization Challenges How to encode num-
bers in language models has been discussed in sev-
eral works (Spithourakis and Riedel, 2018; Wal-
lace et al., 2019; Thawani et al., 2021a). Encod-
ing numbers is related to the problem of tokeniza-
tion (Geva et al., 2020). The models struggle to
recognize extrapolated numbers that are seldom
found in corpora and force them to be tokenized
digit by digit (Kim et al., 2021). In the clinical
context, when the numbers are grounded with units
or appear as ranges, the tokenizer is expected to be
more robust. We inspected few samples of token-
level annotated data of the EBM-NLP corpus. Our
finding was that numbers are not fully correctly
tokenized (e.g., “95% CI 0.16-1.17” is segmented
into multiple individual digit numbers that lack
meaning), even in the gold standard.

Utilizing Numerical Information for Clinical
Application. Clinical documents contain numer-
ous numerical data points. However, numbers
are mostly neglected when designing an NLP sys-
tem (Thawani et al., 2021b). Entity annotations
skip numbers in most cases, as in the EBM-NLP
corpus PICO annotation (Nye et al., 2018). Several
clinical NLP works acknowledge the importance
of numerical reasoning, but leave it for future work.
For instance, in multi-document summarization,
Otmakhova et al. (2022) identify that automati-
cally generating systematic reviews involves meta-
analysis that requires numerical aggregation of data
across primary studies or calculating some statis-
tics for variables. In another example, Lehman et al.
(2019) argue that numerical information from the
result section of studies can be utilized to improve
evidence inference.



6 Conclusions

We analyzed well-established clinical NLP corpora,
covering a variety of tasks and data sources, and
identifying a broad set of types and usage of num-
bers. Our analysis shows that numbers play a major
role in medical texts. On the basis of these findings,
and the lack of systematic resources in the clinical
domain for investigating numerical information ex-
traction and reasoning tasks, we argue for the need
for the construction of such resources. Numbers
contain vital medical information. We strongly en-
courage clinical NLP researchers to consider how
numerical processing may interact with their work.

Limitations

Our conclusion is based on the corpus we analyzed
and reviewed during literature search. We may not
include some corpora, especially those that are not
publicly available, in our analysis. On the other
hand, this work focuses only on English. While
there have been some relevant works in the clinical
domain for languages other than English, we leave
this for future work.
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