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Abstract
Voice-based systems like Amazon Alexa, Google Assistant, and
Apple Siri, along with the growing popularity of OpenAI’s Chat-
GPT and Microsoft’s Copilot, serve diverse populations, including
visually impaired and low-literacy communities. This reflects a
shift in user expectations from traditional search to more inter-
active question-answering models. However, presenting informa-
tion effectively in voice-only channels remains challenging due
to their linear nature. This limitation can impact the presentation
of complex queries involving controversial topics with multiple
perspectives. Failing to present diverse viewpoints may perpetuate
or introduce biases and affect user attitudes. Balancing information
load and addressing biases is crucial in designing a fair and effective
voice-based system. To address this, we (i) review how biases and
user attitude changes have been studied in screen-based web search,
(ii) address challenges in studying these changes in voice-based set-
tings like SCS, (iii) outline research questions, and (iv) propose an
experimental setup with variables, data, and instruments to explore
biases in a voice-based setting like Spoken Conversational Search.

CCS Concepts
• Information systems → Search interfaces; Presentation of
retrieval results; • Human-centered computing→ Auditory
feedback.
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1 Introduction
The adoption of generative AI in search engines such as OpenAI’s
ChatGPT and Microsoft Copilot signifies a shift in traditional infor-
mation retrieval. This transition moves away from the conventional
“ten blue links” approach to a more conversational paradigm. While
current generative AI technologies are mostly text-based, the in-
creasing adoption of intelligent assistants like Google Assistant,
Amazon Alexa, and Apple Siri indicates a move towards fully voice-
based information interaction. Such Spoken Conversational Search
(SCS) – a type of voice-based information access system, can meet
diverse information needs for many, including visually impaired,
low-literacy, and sighted users in situations where reading is im-
practical, like driving, cooking, or exercising.

Information access systems, like search engines, have tradition-
ally been users’ main source of information for decades. However,
voice-based systems like SCS, and multimodal systems that inte-
grate voice, face challenges due to the transient and linear nature
of the voice channel, which can limit the amount of information
that can be presented. Unlike screen-based web search that comes
with the luxury of visually inspecting the “ten-blue links” anytime
during the search session. For instance, in an SCS query about
controversial topics like “should zoos exist?”, the system should
provide both sides (i.e., PRO and CON) to avoid biasing the user with
one-sided perspectives. On a larger scale, this can adversely affect
society by creating or reinforcing biases affecting users’ attitudes
towards certain topics. Such biased exposure of perspectives and its
impact have been extensively studied in screen-based web search,
but less in voice-based settings like SCS. In this work, we review
attitude changes in screen-based web search (Section 2.1), address
challenges in studying these changes in voice-based settings like
SCS (Section 2.2), outline research questions (Section 3), and pro-
pose an experimental setup (Section 4) with variables, data, and
instruments to explore biases in SCS.

2 Background
2.1 Biases in Information Access
Search systems have become a primary source of information, but
the resulting information overload [36] due to the vast amount of
information available online, can cause stress, confusion, and re-
duce productivity [13]. Effectively navigating information requires
filtering, prioritizing, and organizing of the information. Due to
limited cognitive capacity, users often rely on mental shortcuts,
known as cognitive biases, which is a “pattern of deviation” from
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norm or rationality in thinking and reasoning, that influences the
users’ decision making process. For instance, during a search ses-
sion, a user’s attitude or decision can be heavily influenced by the
order of the documents in the Search Engine Results Page (SERP) i.e.,
order effect, primarily due to position bias [22] – a user’s tendency
to interact more with items at the top of a SERP. A users decision
making may also be influenced by the balanced or imbalanced ex-
posure of perspectives i.e., exposure effect. For instance, Gao and
Shah [8] demonstrates a Google search query “coffee health” where
the SERP fails to provide a balanced perspective on the benefits and
the negative impacts of coffee on health. The two effects (i.e., order
and exposure) are two of many phenomenon that leads to change
in user attitude is called Search Engine Manipulation Effect (SEME).
Biases have also shown to be easily “weaponized” [1] to manipulate
public opinion. For instance, Epstein and Robertson [6] shows that
biased search rankings can shift the voting preferences of unde-
cided voters by 20% consequently impacting election outcomes.
Over the past years, SEME and biases in rankings have been ex-
tensively studied in the context of traditional screen-based web
search i.e., “the ten blue links”. A recent crowdsourced study inves-
tigated factors affecting user attitude change while interacting with
the entire SERP, including exposure and order effects, perceived
diversity, pre-existing beliefs, and willingness to process counter-
attitudinal information [4]. Bink et al. [2] examined similar factors
using SERP “snippets”. However, investigating these factors in a
voice-based setting like SCS remains an open challenge, as discussed
in Section 2.2. To the best of our knowledge, the only biases studied
in voice-setting are related to the recognition quality of phrases
spoken by different groups [18].

2.2 Challenges in Spoken Conversational Search
Spoken Conversational Search (SCS) is an information access sys-
temwhere communication is entirely verbal [30]. The voice channel
poses cognitive challenges, leading to different user behavior com-
pared to a screen-based search processes. For instance, in traditional
web search, users have the flexibility of reviewing multiple doc-
uments in the SERP with ten-blue links [34, 37]. In contrast, in
voice-only settings, the linear and transient nature of the channel
may challenge users to keep up with information due to limited
cognitive capacity. Another challenge is that users can easily re-
view and refer back to their query with screens, which is inherently
more difficult with voice queries. Moreover, previous work shows
that users pay more attention to the first and last responses of a
voice-based system [31] for faceted queries (e.g., broad intent with
subtopics, like controversial queries). We are still unsure if the order
of response influence user attitudes in a voice-based setting. Fur-
thermore, when multiple perspectives need to be presented in an
unbiased, it is important to understand if response order (i.e., order
effects) our source influences user attitude changes [29]. One of the
solutions to mitigate biases in screen-based web search has been
to expose users to diverse perspectives. However, this becomes
challenging in a voice-based setting due to user’s limited cognitive
capacity and the need to keep responses short to avoid additional
cognitive load. Additionally, previous research indicates that user
attitudes can change based on the proportion of perspectives con-
sumed (i.e., exposure effects, as noted by Draws et al. [4]). Following

the same, we also explore how users’ perceived diversity of voice
responses and their open-mindedness impact their attitudes. With
this knowledge, we define our research questions in Section 3.

3 Research Questions
The following research questions shall guide the experimental setup
and protocol that will be used for our user study.

RQ1: Does the order of passages (corresponding to different
stances) affect user attitude in a voice based search system like SCS?

RQ2: Does the variation in exposure of passages (corresponding
to different stances) affect user attitude in a voice based search
system like SCS?

RQ3: Do users actually perceive diversity in a voice-only search
system? If so, is the ordering or the exposure of the passages per-
ceived as diverse by the users of a voice based search system like
SCS?

RQ4: Do factors like actively open-minded thinking (AOT) and
perceived diversity help predict user attitude change in a voice-
based search setting like SCS?

4 Experimental Setup
In this section, we explore the potential experimental setup needed
to address our research questions through a between-subjects 4x5
user study.1

4.1 Data
We use the annotated data released by Draws et al. [4], which in-
cludes topics (e.g., Is obesity a disease?), viewpoints (i.e., PRO or
CON), and binary relevance (i.e., relevant or not relevant). To con-
trol for unknown effects from non-relevant documents, we use
only relevant ones. This dataset features five topics with neutral
or mild attitudes: (i) Are social networking sites good for our soci-
ety?, (ii) Should zoos exist?, (iii) Is cell phone radiation safe?, (iv)
Should bottled water be banned?, (v) Is obesity a disease?. While this
data contains viewpoint labels in the range [−3,3], (−3 represents
strongly opposing and +3 represents strongly supporting), for our
study we pick arguments that have only the following labels −2,
−1, +1 and +2 (due to lack of documents for the other viewpoints).
For simplicity and to reduce the dimensions in our study, we group
all the supporting passages and opposing passages to two different
categories. The aforementioned documents are webpages, and not
feasible in a voice-only setting due to audio limitations on search
result presentation. Furthermore, previous work has shown that
the length of voice responses can affect voice-interaction experi-
ences [31, 32]. Section 4.1.1 details the steps we follow to control
for the length of the passage.

4.1.1 Passages. We use ChatGPT for aspect-based abstractive sum-
marization [19] of each document. Following Wu et al. [35], we
apply a zero-shot prompt chaining approach with the structure
as follows. PROMPT 1:“From the text below, provide the justifica-
tion, for [VIEWPOINT] the topic [TOPIC]. Justification: Text: [DOCU-
MENT CONTENT] ”, where [VIEWPOINT] can be either “attacking”
(i.e., CON) or “supporting” (i.e., PRO) and the [TOPIC] can be one of
five discussed earlier (e.g., Should zoos exist). The output of PROMPT

1More details about the pre–registration are made available at https://osf.io/35ewj/
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1 is then chained as an input to PROMPT 2: “Now summarize the
below text in less than 30 words. Text: [PROMPT 1 RESPONSE]”.

4.1.2 Text-to-Speech. After generating the passages, we use Ama-
zon Polly2 Text-To-Speech for synthesizing the voice responses,
maintaining the same gender voice across all passages and avoiding
audio manipulations (like pitch and pauses) to prevent impacting
user information consumption [3]. By using the same voice and
tone features of the speech across all the passages, we ensure that
there are no external factors (e.g., persona, persuasiveness of the
voice, gender) that impact the user [5].

4.1.3 Voice-Only Search Results. We now use synthesized audio
passages to create a ranked list containing top-4 results for each
topic (as we focus on voice-only setting) in contrast to Draws et al.
[4] where top-10 text-based results were used to simulate a web
search experience. In Figure 1a, we show the 16 possible permuta-
tions in which the two stances (PRO and CON) can be arranged. We
also ensure that the synthetic scenario is proportion-agnostic, i.e.,
all permutations have a 1/1 ratio of PRO/CON arguments judged
as relevant in the ground truth [24]. We then categorise the 16
permutations into two (i) Exposure varying (𝐸), where the number
of PRO and CON passages are not equal (ii) Exposure balanced (𝑂),
where the number of PRO and CON passages in the top-4 posi-
tion are balanced. Given the 16 ranked lists, we compute the fair-
ness score using a combination of rND@4, rKL@4, rRD@4 adapted
by Pathiyan Cherumanal et al. [24] specifically for conversational
search on controversial topics (see Figure 1b).

We pick one unfair and a fair system each of the two categories
described above. In summary our study uses four systems (or con-
ditions), (i) Exposure varying and Unfair (𝐸unfair) – Permutation 4
(ii) Exposure varying and fair (𝐸fair) – Permutation 2 (iii) Exposure
balanced and unfair (𝑂unfair) – Permutation 11 (iv) Exposure bal-
anced and fair (𝑂fair) – Permutation 7 (see Figure 2). In the case of
𝑂fair and 𝑂unfair the exposure is maintained in the top-4 positions.
Whereas 𝐸fair and 𝐸unfair vary in terms of exposure.

4.2 Participants
We propose to conduct a crowdsourced user study and identified the
sample size required for a Between-Subjects Analysis of Covariance
ANCOVA analysis using the G* Power software. Consequently, we
propose to recruit 400 participants from three English-speaking
countries for our study (i.e., USA, UK, and Australia).

4.3 Experiment Protocol
The recruited participants will be given backstories to simulate a
real-life information need. The backstory will provide context for
the voice-only search task to promote a natural search behaviour
[9]. The participants will then be provided with a sample task to
familiarise with the experiment setup. The topic used for this sample
task shall be different from the five topics that will be used in this
study. To ensure reproducibility of the web search context, we use
the same backstory used by Draws et al. [4]. The steps involved in
the task are mentioned below:

2https://aws.amazon.com/polly/
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(b) Fairness score (higher means more fair) computed using three
fairness metrics [24].

Figure 1: From 1a and 1b, we identify the 4 topics/scenarios
based on fairness score and narrow down out study to four
scenarios (see Figure 2).

(ii) (iii)(i) (ii) (iv)

Figure 2: The four conditions used in the study, (i) Exposure
varying and Unfair (𝐸unfair) (ii) Exposure varying and fair
(𝐸fair) (iii) Exposure balanced and unfair (𝑂unfair) (iv) Expo-
sure balanced and fair (𝑂fair). The four conditions represent
top-4 positions in a ranking where each audio response has
an associated stance/perspective i.e., PRO (supporting) or CON
(opposing).

Step 1. Participants shall be given a brief overview of the task
and asked to state their gender, age, familiarity with voice-only
systems [14] and attitude towards one of the five debated topics
on a 7-point Likert scale. The participant will be assigned the topic
towards which they have a neutral attitude. For participants who
does not have a neutral attitude, one of the 5 topics would be
randomly assigned. Participants shall be assigned a topic toward
which they have a mild pre-existing attitude (i.e., responding with
“somewhat supporting”, “neutral”, or “somewhat opposing”).

Step 2. The participants shall then have the freedom to raise a
spoken natural language query as this would help make the task

https://aws.amazon.com/polly/
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Table 1: Experiment variables considered in the study.

Variable Type Variables Description

Independent Topic (x5) Five topics the user will be exposed to in the experiment.
Bias Scenario (x4) One of the four search results conditions discussed earlier in Section 4.1.3 and shown

in Figure 2.

Dependent User Attitude Measured twice–before the experiment and after exposure to bias—- on a 7-point Likert
Scale. The change will be calculated as in prior research in the web search context [4].

Covariates Actively Open-minded Thinking Measures the degree to which a person is willing to consider opposing perspectives–
on a 7-point Likert Scale [11].

Perceived Diversity Measures the degree of diversity in perspectives perceived by the user, in the voice-only
search results– on a 7-point Likert Scale [15].

Exploratory

Gender and Age Martínez-Costa et al. [20]
Education Level Leroy and Kauchak [17] found that education level impacts comprehension of informa-

tion presented via audio channels.
Topic Familiarity 3-point Likert Scale.
Declared Impairments Taking into account individual variations for those with brain injuries or neurological

conditions (e.g., neurodiverse population) [26].
Language Proficiency Muda et al. [21]

more realistic. However, the query would not affect the results
provided for the assigned topic.

Step 3. Participants will listen to four voice responses correspond-
ing to the top four results from the ranked list for the given topic.
However, participants shall be randomly assigned one of the bias
scenarios shown in Figure 2.

Step 4. Participants would then state their (updated) attitude and
interest concerning their assigned topic.

Step 5. The participantswould be asked to fill a post-questionnaire
that consisted of the AOT scale [11] and the perceived diversity
scale [15].

Step 6. Participants will receive a written transcription of the
voice responses they heard and will then be asked to re-order the
passages according to the original sequence.

5 Implications and Ethical Considerations
Understanding how the order (i.e., order effect) and proportion (i.e.,
exposure effect) of perspectives in a voice-only setting influence
user attitudes can inform the design of fairness-aware presentation
strategies, an ongoing challenge [27, 28]. Additionally, offline eval-
uation metrics for SCS and multimodal information access systems
with voice interaction are still in their infancy, and often relies on
web-search based user models (e.g., logarithmic decay) [7] that do
not account for limitations in users’ working memory and recall in
voice channels. Our setup and recall tests may reveal patterns in
user attention, provoking the community to explore SCS specific
user models. These patterns could also inform and guide practition-
ers in designing techniques to alert users to potential biases, similar
to the auditory warnings by Pathiyan Cherumanal et al. [23] and
the “nudges” by Gohsen et al. [10]. A limitation of our study is scal-
ability due to the controlled knowledge base. However, advances

in Large Language Models (LLMs), like Retrieval-Augmented Gen-
eration (RAG) or in general, Generative Information Access [33],
could enable future experiments to use a broader knowledge base,
as shown by Pathiyan Cherumanal et al. [25].

Ethical Considerations. It may be worth keeping in mind that in-
dividual differences may exist between users, such as neurological
impairments affecting comprehension. This must be considered [26]
in experiments that involves voice-based systems like SCS. A key
challenge in systems like SCS is explainability [16] and the lack
of explanations from SCS in such studies may impact users’ trust
and perceived credibility. Furthermore, in voice-based settings ex-
ploring biases, participants are exposed to biased information and
researchers may have to provide a textual summary afterward to
prevent retention of biased content.

6 Conclusion
Given the impact of biases in traditional search and users’ growing
preference for conversational search experience powered by Large
Language Models (LLMs), such as Microsoft Copilot and OpenAI’s
GPT–4o3 which prioritize natural language and voice, there is a
critical need for research on biases in these settings due to a lack of
exploration concerning biases in voice-based systems as discussed
by Ji et al. [12, 13]. This study focuses specifically on voice responses,
aiming to investigate biases within this modality.
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